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Abstract

Educational data mining has received considerable attention in the last fewayears.e
Many data mining techniques are proposed to extract the hidden knowl %
educational data. The extracted knowledge helps the institutions to improve ie%?hing
methods and learning process. All these improvements Iead to enhance th@) mance
of the students and the overall educational outputs. | paper se a new
student’s performance prediction model based on data tec niq ith new data
attributes/features, which are called student’s behguigial features. ype of features
are related to the learner’s interactivity with t @ a n|n ment system. The
performance of student’s predictive model is_evaledted by se classifiers, namely;
Artificial Neural Network, Nawe Bayesian aﬁgN)emsmn . In addition, we applied
ensemble methods to improve the perfor f these sifiers. We used Bagging,
Boosting and Random Forest (RF), wi the g} n ensemble methods used in the

literature. The obtained results r a strong relationship between

learner’s behaviors and their aca he accuracy of the proposed model
using behavioral features % improvement comparing to the results
when removing such features

to 25.8% accuracy improvement using
newcomer students, the achieved accuracy
iability of the proposed model.

ensemble methods. By te the mo
is more than 80%. Th prog

Keywords: S acade erjormance, Educational Data Mining, E-learning,

Ensemble,Q discoyery, ANN Model
1. Introduction 6

Recently ther '%ncreasing research interest in educational data mining (EDM).
EDM is an em@field that uses data-mining (DM) techniques to analyze and extract
the hiddeg knowledge from educational data context [1]. EDM includes different groups
[16SE” users utilize the knowledge discovered by EDM according to their own
Dbjectives of using DM [2]. For example, the hidden knowledge can help the
s to improve teaching techniques, to understand learners, to improve learning
%ss and it could be used by learner to improve their learning activities [3]. It also
helps the administrator taking the right decisions to produce high quality outcomes [4].
The educational data can be collected from different sources such as web-based
education, educational repositories and traditional surveys. EDM can use different DM
techniques, each technique can be used for certain educational problem. As Example, to
predict an educational model the most popular technique is classification. There are
several algorithms under classification such as Decision tree, Neural Networks and
Bayesian networks [5].
This paper introduces a students’ performance model with a new category of features,
which called behavioral features. The educational dataset is collected from learning
management system (LMS) called Kalboard 360 [6]. This model used some data mining
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techniques to evaluate the impact of student’s behavioral features on student academic
performance. Furthermore, we try to understand the nature of this kind of features by
expanding data collection and preprocessing steps. The data collection process is
accomplished using a learner activity tracker tool, which is called experience APl (XAPI).
The collected features are classified into three categories: demographic features, academic
background features and behavioral features. The behavioral features are a new feature
category that is related to the leaner experience during educational process.

To the best of our knowledge, this is the first work that employs this type of
features/attributes. After that, we use three of the most common data mining methods in
this area to construct the academic performance model: Artificial Neural Network (ANN)
[30], Decision Tree [28], and Na've Bayes [32]. Then, we applied ensemble methods to
improve the performance of such classifiers. The ensembles used to improve the
performance of student’s prediction model are Bagging, Boosting and Random Forest
(RF). The remainder of this paper is organized as follows: Section 2 presents the Iatedo
work in the area of educational data mining algorithms. In Section 3, present
collection and preprocessing. In Section 4 our rnethodology in predict %nts

performance. The experimental evaluation and results are shown |n Secti n ection
6 presents our conclusions.

2. Related Work Q
Predicting student’s performance is an impo task N -based educational
environments. To build a predictive model, t re sever echnigues used, which

are classification, regression and cluster he mos Iar technique to predict
students’ performance is cla551ﬁcat10n are s al methods under classification
such as Decision Tree (DT), Artifici NN) and Naive Bayes (NB).

Decision tree is a set of co ns arrai%& a hierarchical frame. Most of
researchers used this technlque helr simplicity, in which it can be transformed into
a set of classification rules of the f T algorithms are C4.5 [28] and CART.
Romero et al in [29] used-DT algorl &Q redict students’ final marks based on their

&5 one of the frequently used Learning Content
Management Sys LEMS). author has collected real data from seven Moodle
courses with Cordg i QQC ssify students into two groups: passed and fail. The
his, résearch is toNefassify students with equal final marks into different

@ the actiyi arried out in a web-based course.

Neural nétwork is a popular technique that has been used in educational data
mining. A neural ne K'is s a biological inspired intelligent technique that consists of
connected elementSice
Arsad et al. i used ANN model to predict the academic performance of bachelor
degree egigeeri g students. The study takes Grade Point (GP) of fundamental subjects

scored udents as inputs without considering their demographic background, while
it ta ulative Grade Point Average (CGPA) as output. Neural Network (NN) trains
ing Degree students GP to get the targeted output. This research showed that
%mental subjects have a strong influence in the final CGPA upon graduation.
he authors in [32] used Bayesian networks to predict the CGPA based on applicant
background at the time of admission. Nowadays, educational institutions need a method
to evaluate the qualified applicants graduating from various institutions. This research
presents a novel approach that integrate a case-based component with the prediction
model. The case-based component retrieves the past student most similar to the applicant
being evaluated. The challenge is to define similarity of cases (applicants) in a way that is
consistent with the prediction model. This technique can be applied at any institution that
has a good database of student and applicant information.
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In summary, various researches have been investigated to solve the educational
problems using data mining techniques. However, very few researches shed light on
student’s behavior during learning process and its impact on the student’s academic
success. This research will focus on the impact of student interaction with the e-learning
system. Furthermore, the extracted knowledge will help schools to enhance student’s
academic success and help administrators in improve learning systems.

3. Data Collection and Preprocessing

The increase of internet using in education has produced a new context known as web-
based education or learning management system (LMS). The LMS is a digital framework
that manage and simplify online learning [7]. The main purpose of the LMS is to manage
learners, monitor student participation, keeping track of their progress across the system
[8]. The LMS allocates and manages learning resources such as registration, clagsroom,
and the online learning delivery. In this paper, the educational data set is colle e&pm
learning management system (LMS) called Kalboard 360 Kalboard [6]. Kalb r%vls a
gﬁ aﬁ use of

ccess to

multi-agent LMS, which has been designed to facilitate learning throu
leading-edge technology. Such system provides users wit; a, sync
i

educational resources from any device with Internet co n. In a to involve
parents and school management in the learning expe ie ce. ruly extensive

process, which connects and properly engages aI collected using a
learner activity tracker tool, which called experl N API (%9] The XAPI is a
component of the Training and Learning ecture (T, that enables to monitor
learning progress and learner’s actions like @ an artla% watching a training video.
The Experience API helps the learning providers to
and objects that describe a learning e nce
The goal of X-API in this is tos%] or student behavior through the
educational process for evaluati e fe‘at that may have an impact on student’s
academic performance. The\mational d@et that used in the previous work [10]
contains only 150 students records features. In the current paper that data set
extends into 500 stug@ ith 16 fe . The features are classified into three main

etermine the learner, activity

categories: (1) D hic fe s such as gender and nationality. (2) Academic
background feat uch as tiopal Stage, grade Level and section. (3) Behavioral
features, such«gs,ratsed hand ofe€lass, visited resources, parent Answering Survey and
Parent Sch@ @ itisfactign{Fhis feature cover learner and parent progress on LMS. Table
1 shows the“ddtaset’s dttributes/features and their description. Table 1 was used in the
previous research [ eviewing the table we can notice a new feature category which
is a behavioral f ¢/ These features present the learner and the parent participation in
the learning pr
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Table 1. Student Features and their Description

Background Features

(school levels)

Features Category Feature Description
Demographical Nationality Student nationality
Features Gender The gender of the student (female or
male)
Place of Birth Place of birth for the student
(Jordan, Kuwait, Lebanon, Saudi
Arabia, Iran, USA)
Parent responsible for | Student’s parent as (father or mum)
student
Academic Educational Stages Stage student belongs such as

(primary, middle and high scho

levels) ?a\v

L 4

Grade Levels

Grade,s
02,

Ne )
u%wbelo S 01, G-
04, G-0 6, G-07,
IONGAL
\/

09, G-1 G-12)
N\

Section ID Qplass;oc@tud’ent belongs as (A, B,
N O C) \
N W\@
Semester =4 ol year semester as (First or

cond)

*

$

Course topic as (Math, English, IT,
Arabic, Science, Quran)

Q

Parents Participati

0
on learning proc s%

Student absence days (Above-7,
Under-7)

rent Answering
Survey

Parent is answering the surveys that
provided from school or not.

oF

Parent School
Satisfaction

This feature obtains the Degree of
parent satisfaction from school as
follow (Good, Bad)

%avioral Features

Discussion groups

Visited resources

Student Behavior during interaction
with Kalboard 360 e-learning
system.

Raised hand on class

Viewing

announcements
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After the data collection task, we apply some pre-processing mechanisms to improve
the quality of the data set. Data pre-processing is considered an important step in the
knowledge discovery process, which includes data cleaning, feature selection, data
reduction and data transformation.

3.1. Feature Analysis

There are many features affecting the student performance. This section will use the
previous works to identify the important features in predicting students’ performance. For
the gender differences feature, biologicals confirm that there are differences in the
aptitudes of students that depend on gender [11]. Meit in [12] found that most of female
students have a positive learning style in compare to male students. The authors in [13]
prove that female students are more satisfied than male students with e-learning systems.
Other researches address that male students have a positive perception of e-learning
compared to female students [14]. For the family background feature, different studi s
have shown that there is a positive relationship between the parent’s educ% nd
student’s performance [16]. This relation is particularly valid when the | being
followed up by their mother. The authors in [17] observe that mot a more
influence on their children academic achievements.
school attendance is an important feature in educatio
[19] has shown a direct relation between good att .
researches prove the positive relation between su tureS' N , family background
and school attendance students’ performancesLhis researgh_wi shed a light on new

category of features, called behavioral S. Thls e related to the learner
engagement with educational system. St engag one of the main researches
in educational psychology field. Stu ga s deflned by Gunuc and Kuzu
[20] as “the quality and quantlty ents’ loglcal cognitive, emotional and
behavioral reactions to the lea rocess @s wel as to in-class/out-of-class academic
and social activities to ac uccessf ing outcomes”. Kuk [21] refers to the
student’s engagement by e spent ti @ssmom According to Stovall [22], student

on tasks but also their desire to participate in

engagement includes n the spe
some activities. Th various esearches that light on student’s engagement and
behavior. All of esea ﬁrm the positive relationship between students’

behavior an acaderm ievement.
3.2.Data P ocessu'bg

This section willfi
the step before

sively talk about the data preprocessing. Data preprocessing is
ng data mining algorithm, it transforms the original data into a
suitable shape 1@ be used by a particular mining algorithm. Data preprocessing includes
different &%.as data cleaning, feature selection and data transformation [23].

3.2. Visualization

@ a visualization is an important preprocessing task, which used graphical
representation to simplify and understand complex data. Visualization techniques have
been recently used to visualize online learning aspects. Instructors can utilize the
graphical representations to understand their learners better and become aware of what is
occurring in the distance classes. This research visualizes the current data set using Weka
tool. As shown in Figurel, the data set is visualized based on gender feature into 305
males and 175 females.
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Gender

350 305
300
250
200
150
100
50

Males Females

B Gender

Figure 1. Gender Feature Visualization OE
As shown in Figure2, students come from different oN such %students are
i 2 students are
from Irag, 17 students from Lebanon, 12 studen i 1 dents from Saudi
Arabia, 9 students from Egypt, 7 students from , 6 stu& rom USA, Iran and

Libya, 4 students from Morocco and one stud om Veﬁe

200 179 E
180 172 A %
160 \

140 Q

120

100

80

60 Q

40

20 1 9 7 6 6 6 4 1

@ X 2 v S > o NS

I R N
> @ AQ/Q
B Nationality

QO Figure 2. Gender Feature Visualization

ccording to the diversity of nationalities, we can conclude a hidden impact of such
diversity on student’s performance. As shown in Figure3, students are partitioned into
three educational stages as follow: 199 students in the lower level, 248 students in the
Middle level, and 33 students in the High level. Students are divided into three sections as
follow: 283 students from Section A, 167 students from Section B and 30 students from
Section C.
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Educational Stages

Middle

0 50 100 150 200 250 300

*
B Educational stages VV

Figure 3. Educational Stages Vlsuallzatlon

The student’s data collected through two education ters Fi d second, in
which 245 students record collected during the figs dster and 235gstudent’s record
collected during the second semester. Students @» the nt semesters take
different topics as shown in Figure4, There are 95 students takst;\{ pic, 65 students take
French topic, 59 students take Arabic topic, §1'students t cience topic, 45 students

take English topic, 30 students take Biglo students Spanish, 24 students take
both chemistry and Geology topics, 2 ts t e (@Qayan toplc 21 students take math
topic, 19 students take History top h stu e data set is followed up by a

followed by their moms.

different parent as follow: 28 i@ are foIIo y their fathers and 197 students are

\
o &
* Q cational Topics
o &\ ‘8%

596
1
45
30
III25 IBERE
& e & &

B Educational topics

Figure 4. Educational Topics Visualization
The data set includes also the school attendance feature, as shown in Figure5, the

students are visualized into two categories based on their absence days: 191 students
exceed 7 absence days and 289 students their absence days under 7.
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Students'Absence Days

350 289

300

50 oy

200

150

100

50
More Under
than? 7 days
days

B studentsabsence days

*
Figure 5. Students’ Absence Days’ Feature Visualization ?y

Mifl of such
categOwy’of features; this
3 i feature have
two sub features: Parent Answering Survey and P3 shool S isfacWon. There are 270
of the parents answered survey and 210 are not, the pa e satisfied from the
school and 188 are not. Data preprocessmg in thls rgarch to study the nature of

students’ performance features, and to get uence f features by defining the
percentage value of each feature. The i |n ratlo at es will be defined accurately

using feature selection process. s&

3.2.2. Data Cleaning :

Data cleaning is one of t ain %mg tasks, is applied on this data set to
remove irrelevant items mlssmg The data set contains 20 missing values in
various features from ord rds with missing values are removed from the

data set, and the ch& arter cle becomes 480 records.

3.2.3. Feat ction

Feature ion is
feature selection p
efficiently descri

amental task in data preprocessing area. The objective of

is to select an appropriate subset of features which can

Input data, reduces the dimensionality of feature space, removes
redundant and 4 ant data [24]. This process can play an important role in improving
the data guality herefore the performance of the learning algorithm. Feature selection
methods egorized into wrapper-based and filter-based methods. Filter method is
searchi r the minimum set of relevant features while ignoring the rest. It uses variable
r k@echniques to rank the features where the highly ranked features are selected and

% to the learning algorithm. Different feature ranking techniques have been
preposed for feature evaluations such as information gain and gain ratio.

In this research, we applied filter-method using information gain based selection
algorithm to evaluate the feature ranks, checking which features are most important to
build students’ performance model. Figure6, shows the feature ranks after filter-based
evaluation. During feature selection, each feature assigned a rank value according to their
influence on data classification. The highly ranked features are selected while others are
excluded.
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FEATURE RANK

m Featurerank

PARENT SCHOOL SATISFACTION
piscussion crours (NEED
praceof eirTH | LD
PARENT RESPONSIBLEFOR sTUDENT (THRECEIED
naTionaLTy | (LECEED
PARENT ANSWERING sUrRvEy  (RLECRN
viEwING announcemenTs | T
RAISED HAND OMN CLASS 0.37

STUDENT ABSENCE DAYS

VQ
VISITED RESOUCES _Iﬂ\

As shown in Figure6, visited resources feature got
student absence days, raised the hand on classroo t ans |ng rvey, nationality,
parent responsible for student, place of birth, SS|on g and parent school
satisfaction features. As we can see the ap rlate sub& of Teatures consist of ten

features while other ones are excluded. | ns ry, the fe that are related to student
and parent progress during the usage o0 got t ighest ranks, which means the
learner behavior during the education % ss ighpact on their academic success.

4. Methodology A 9
In this paper, we introduce a“stude \ ormance model using ensemble methods.

Ensemble methods is a ning ap that combines multiple models to solve a
problem. In contrast tional learnifig approaches which train data by one learning

data using a set of models, then combine them to
ictions made by ensembles are usually more accurate

model, ensembl s try,t
take a vote on t ults. Th
than predi ade by@‘i:ng e model. The aim of such approach is to provide an

accurate evalyation fo atures that may have an impact on student’s academic
success. Figure 7 sh main steps in the proposed methodology.

<
o~

Q)O
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Figure 7. Student’s Performance Prediction Model Research Steps
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This methodology starts by collecting data from Kalboard 360 (LMS) system using
experience APl (xAPI) as mentioned in Section 3. This step is followed by data
preprocessing step, which concerns with transforming the collected data into a suitable
format. After that, we use discretization mechanism to transform the students’
performance from numerical values into nominal values, which represents the class labels
of the classification problem. To accomplish this step, we divide the data set into three
nominal intervals (High Level, Medium Level and Low Level) based on student’s total
grade/mark such as: Low Level interval includes values from 0 to 69, Middle Level
interval includes values from 70 to 89 and High Level interval includes values from 90-
100. The data set after discretization consists of 127 students with Low Level, 211
students with Middle Level and 142 students with High Level. Then, we use
normalization to scale the attributes values into a small range [0.0 to 1.0]. This process
can speed up the learning process by preventing attributes with large ranges from
outweighing attributes with smaller ranges. After that, feature selection process is applieds
to choose the best feature set with higher ranks. As shown in Figure7, we app %
based technique for feature selection. V

In this paper, ensemble methods are applied to provide an accurate e a@w for the
features that may have an impact on the performance/gr. vel of ts, and to
improve the performance of student’s prediction .) Ensem ethods are
categorized into dependent and independent methodss I, a‘depe dn(Nel od, the output
of a learner is used in the creation of the nener. &ng IS an example of
dependent methods. In an independent method, eactfearner m s independently and
their outputs are combined through a votin@ocess. B@g and random forest are
example of independent methods. These resampl original data into samples

of data, then each sample will be trai% differ lassifier. The classifiers used in
student’s prediction model are Dec& rees cural Networks (NN) and Naive
Bayesian (NB). Individual cla ifm sults are combined through a voting process,
the class chosen by most nugta assifier, he ensemble decision.

Boosting belongs to a fami algori t are capable of converting weak learners
to strong learners. The wal booshj$ed cedure is simple, it trains a set of learners
sequentially and cgr% em fog prediction, then focus more on the errors of the
previous learner t%'ting the hts of the weak learner. A specific limitation of
boosting that is only t@/e binary classification problems. This limitation is
eliminated AdaB algorithm. AdaBoost is an example of boosting algorithm,
which stan@r adapt st. The main idea behind this algorithm is to pay more
attention to patterns hard to classify. The amount of attention is measured by a
weight that is assi dé&o every subset in the training set. All the subsets are assigned
equal weights.'@\ iteration, the weights of misclassified instances are increased while

the weights of uly classified instances are decreased. Then the AdaBoost ensemble
combines earners to generate a strong learner from weaker classifiers through a

voting [33].
B&is an independent ensemble based methods. The aim of this method is to
i the accuracy of unstable classifiers by creating a composite classifier, then
ine the outputs of the learned classifiers into a single prediction. The Bagging
algorithm is summarized in Figure8, it starts with resampling the original data into
different training data sets (D1-Dn) which called bootstraps, each bootstrap sample size is
equal to the size of the original training set. All bootstrap samples will be trained using
different classifiers (C1-Cm). Individual classifiers results are then combined through
majority vote process, the class chosen was by the most number of classifiers is the
ensemble decision [33].
In boosting, as contrary to bagging, each classifier is influenced by the performance of
the previous classifier. In bagging, each sample of data is chosen with equal probability,
while in boosting, instances are chosen with a probability that is proportional to their
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weight. Furthermore, bagging works best with high variance models which produce
variance generalization behavior with small changes to the training data. Decision trees
and neural networks are examples of high variance models.

Step 1:

Create multiple data
seis - -

Step 2.

Build multiple classifers

Step 3

Combine classifers

Procedure

Q\O
Figure 8. The ﬂ@ral B@g

Random Forest (RF) is Q%l modia‘ic%ﬂ of bagging where the main difference
with bagging is the integration 6¥randami ature selection. Through the decision tree
construction process, RF randomYgesision trees to select a random subset of features.
Notice that randomnegS™s enly perfermet on the feature selection process, but the choice
of a split point 8g select ures is performed by bagging. The combination
between decisiQ e and b apping makes RF strong enough to overcome the
overfitting am, and reduce the correlation between trees which provides an

set into 10 subsets of equal size, nine of the subsets are used for

All the above classi on methods are trained using 10-folds cross validation. This
technique divides %a
training, while ISleft out and used for testing. The process is iterated for ten times, the

final result is estignated as the average error rate on test examples. Once the classification
model ha?%o trained, the validation process starts. Validation process is the last phase
to build ictive model, it used to evaluate the performance of the prediction model by

runni model over real data.

NExperiments and Results

5.1. Environment

We ran the experiments on the PC containing 6GB of RAM, 4 Intel cores (2.67GHz
each). For our experiments, we used WEKA [25] to evaluate the proposed classification
models and comparisons. Furthermore, we used 10-fold cross validation to divide the
dataset into training and testing partitions.
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5.2. Evaluation Measures

In our experiments, we use four common different measures for the evaluation of the
classification quality: Accuracy, Precision, Recall and F-Measure [26, 27]. Measures
calculated using Table 2, which shows classification confusion matrix based on the
Equations 1, 2, 3 and 4, respectively.

Table 2. Confusion Matrix
Detected

Positive Negative
Positive | True positive (TP) | False Negative(FN)

Actual

Negative | False Positive (FP) | True Negative (TN) \/0

Accuracy is the proportion of the total number of predictions @orrectly
2
Q«

calculated.
Precision is the ratio of the correctly classifieds¢a to the number of
alNis the r tio&yﬂrectly classified
ectly clasSified cases. In addition,

misclassified cases and correctly classified cases. R
cases to the total number of unclassified cases anc
we used the F-measure to combine the recall and precision whish is considered a good
indicator of the relationship between them [2& . 9
TP+ TN
RN ®

N
TP+F’N+F’P+TN% \
Q

Accuracy =

Precision = L &
TP + FP A@ X 2)
Recall = % ‘Q\ @)
Precisionc% Ilec \o
Fc= 2 —>
Premsm‘éﬁ ecall * (4)
5.3. Evaluult @

5.3.1. Evaluation R sing Traditional DM Techniques

tures directly or indirectly affecting the effectiveness of student
. In this section, we will evaluate the impact of behavioral features on

ed on different data mining measurements. Table 3, shows the classification
sing several classification algorithms (ANN, NB and DT). Each classifier
uces two classification results: (1) classification results with student’s behavioral
features (BF) and (2) classification results without behavioral features (WBF).
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Table 3. Classification Method Results with Behavioral Features (BF) and
Results without Behavioral Features (WBF)

Evaluation Measure DT (J48) ANN NB
Behavioral features BF WBF BF WBF BF WBF
existence

Accuracy 75.8 55.6 79.1 57.0 67.7 46.4
Recall 75.8 55.6 79.2 57.1 67.7 46.5
Precision 76.0 56.0 79.1 57.2 67.5 46.8
F-Measure 75.9 55.7 79.1 57.1 67.1 46.4

As shown in Table 3, we can notice that the ANN model outperforms other data
mining techniques. ANN model achieved 79.1 accuracy with BF and 57.0 without
behavioral features. The 79.1 accuracy means that 380 of 480 students are correctly
classified to the right class labels (High, Medium and Low) and 100 studenv'
incorrectly classified.

For the recall measure, the results are 79.2 with BF and 57.1 Wlt aworal
features. The 79.2 recall means that 380 students are correctly classifi he total
number of unclassified and correctly classified cases. %

For the precision measure, the results are 79.1 wit ut behavioral

students are misclassified.
For the F-Measure, the results are 79.1 wit
The experimental results prove the strong efﬁ

features. The 79.1 precision means 380 of 480 s Q co ect ssmed and 100
d

57.1 w\ut behavioral features.
learnet ior on student’s academic
achievement. We can get more accurate by traln e data set with ensemble

methods.

Evaluation Results Using En n@Sﬁlethods s\\

In this section, we appl semble m@is to improve the evaluation results of
traditional DM methods. le 3, pre results of the traditional classifiers and the
results of traditional cl s using e ble methods (Bagging, Boosting and RF).

As shown in i @ble 3, we\can see good results using ensemble methods with
traditional cla55|f' T). Each ensemble trains the three classifiers, then
combine th hrou h a jOI’Ity voting process to achieve the best prediction
performande u%l Boosting method outperform other ensembles methods,
in which th sing boosting is improved from 75.8 to 77.7, which means

that the number of
Recall results are d

ly classified students are increased from 363 to 373 of 480.
sed from 75.8 to 77.7, which means that 373 students are correctly
classified to t al number of unclassified and correctly classified cases. Precision
results are glso increased from 76.0 to 77.8, which means 373 of 480 students are
correctl ied and 107 students are misclassified.

@able 4. Classification Method Results Using Ensemble Methods

Wation Traditional Bagging Boosting Random
easure classification Forest
methods

Classifiers DT | ANN NB DT ANN | NB | DT | ANN NB DT
type

Accuracy 758 | 79.1 | 67.7 | 756 789 | 672|777 | 79.1 72.2 75.6
Recall 758 | 79.2 | 67.7 | 75.6 79.0 | 673|777 | 792 | 723 75.6
Precision 76.0 | 79.1 | 67.5 | 75.7 789 | 671|778 | 79.1 72.4 75.6
F-Measure | 759 | 79.1 | 67.1 | 75.6 789 |66.7 | 77.7| 79.1 71.8 75.5
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Boosting also achieved a noticeable improvement with NB model, in which the
accuracy of NB using boosting increased from 67.7 to 72.2, which means the number of
correctly classified students increased from 324 to 346 of 480 students. Recall results
increased from 67.7 to 72.3, which means that 347 students are correctly classified to the
total number of unclassified and correctly classified cases. Precision results are also
increased from 67.5 to 72.4, which means 347 of 480 students are correctly classified.
ANN model performance using boosting method is not differed much from ANN model
results without boosting. Once the classification model has been trained using 10-folds
cross validation, the validation process starts. Validation is an important phase in building
predictive models, it determines how realistic the predictive models are. In this research,
the model is trained using 500 students and the model is validated using 25 newcomer
students. In validation, the data set contains unknown labels to evaluate the reliability of
the trained model. Table 5, shows the evaluation results using several classification
methods (ANN, NB and DT) through testing process and validation process.

V0
Table 5. Classification Methods Results through Testing and th/d(?c%

Evaluation Testing results alidationesbits./
Measure \ )
NB AW

Classifiers type DT ANN L NB

Fam\

Accuracy 75.8 79.1 . \_}82 2 \\Vﬁo 80.0
Recall 758 | 79.2 (\ 8205|800 80.0
Precision 76.0 79.1* A\ 675 &5‘0 84.7 83.8
F-Measure 75.9 7%(0 67,2 \ 79.2 80.2

As shown in Table 5, w% ce that evaluation measure results increased for
the three prediction model ugh process The three prediction models
achieved accuracy more 80%, w ans that 20 of 25 new students are correctly
classified to the rlght els (High,Wiedium and Low) and 5 students are incorrectly
classified. The ra@ the validation process prove the reliability of the proposed

model. Q

6. Concl

Academic achiey is being a big concern for academic institutions all over the
world. The wide LMS generates large amounts of data about teaching and learning
interactions. T@a contains hidden knowledge that could be used to enhance the
academiceachievement of students. In this paper, we propose a new student’s performance
predicti %el based on data mining techniques with new data attributes/features,
whic student’s behavioral features. These type of features are related to the learner

r@uty with learning management system. The performance of student’s predictive
@I is evaluated by set of classifiers, namely; Artificial Neural Network, Naive
Bayesian and Decision tree. In addition, we applied ensemble methods to improve the
performance of these classifiers. We used Bagging, Boosting and Random Forest (RF),
which are the common ensemble methods that used in the literature. The obtained results
reveal that there is a strong relationship between learner’s behaviors and their academic
achievement. The accuracy of student’s predictive model using behavioral features
achieved up to 22.1% improvement comparing to the results when removing such
features, and it achieved up to 25.8% accuracy improvement using ensemble methods.
The visited resources feature is the most effective behavioral feature on students’
performance model. In our future work, we will focus more on analyzing this kind of
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feature. After completing the training process, the predictive model is tested using
unlabeled newcomer students, the achieved accuracy is more than 80%. This result proves
how realistic the predictive model is. Lastly, this model can help educators to understand
learners, identify weak learners, to improve learning process and trimming down
academic failure rates. It also can help the administrators to improve the learning system

outcomes.
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